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We propose conditional Bayesian quadrature (CBQ):
a numerical algorithm for conditional /parametric ex-
pectations.

10) = Exp[f(X,6)] = /X #(z,0)Py(da)

Our Contributions:
1. CBQ incorporates prior smoothness information
o f(x,-) lies in the Sobolev space W,’(X).
e f(+,0) lies in the Sobolev space W,'(O).

2. CBQ has fast rate of convergence.

jCBQ —/ =0, (N_%f) + O (T_i>
L*(©)

3. CBQ gives finite-sample Bayesian uncertainty.

f(x,0)
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Full paper & code:
https://github.com/hudsonchen/CBQ
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Observed samples

Conditional Bayesian Quadrature

Bayesian Quadrature
A probabilistic numerical integration algorithm based

on Gaussian process regression.

Ing = Ex[kx(X, zo.3)]kx(zin, 21.8) " f (@18)

Conditional Bayesian Quadrature
. Stage |: Bayesian quadrature is employed to ob-
tain BQ posterior means Igq(6;), - - - , Igq(f7) and
posterior variances ogq(61), - -, 0gq(07).
.Stage |l: Heteroscedastic GP regression is per-

formed over the outputs from Stage | to give a GP
posterior mean: /cgq(#) and covariance o¢gq(6).

CBQ Estimator:
[ACBQ(Q) = k@(@, 91:T>T(k@(91:T7 91:T>
+ 030(007)) " Ing(Bir)
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Main Theorem

Suppose the following assumptions hold:

1.Compact domains X C R% and © C R”.

2. The kernels ky and kg are Matérn kernels of
smoothness sy > d/2 and sg > p/2.

3.The function x — f(x,6) is of smoothness at
least sy, 0 — I(6) is of smoothness at least sg.

4.0Other regularity assumptions.

For sufficiently large N, T, with probability > 1 — 0,

HIACBQ — [HLQ(@) < 00(5)]\7 e C’l(é)T_i

Empirical Evaluations

« Bayesian sensitivity analysis.

. Susceptible-Infectious-Recovered (SIR) model
« Option pricing in mathematical finance.

« Uncertainty decision making.
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Faster rate in V!
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