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TL;DR

We are interested in estimating nested expectation.

I := Eθ∼Q [f (EX∼Pθ
[g(X, θ)])]

=

∫
Θ

f

( ∫
X
g(x, θ)pθ(x)dx︸ ︷︷ ︸

inner conditional expectation

)
q(θ)dθ

︸ ︷︷ ︸
outer expectation

.

with T samples in Θ and N samples in X .
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Our Contributions:
1. We propose a novel estimator called nested
kernel quadrature (NKQ)

ÎNKQ =
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)
2. We prove NKQ has fast rate of convergence.∣∣∣ÎNKQ − I

∣∣∣ = ÕP
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N

−sX
dX

)
+ ÕP
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dΘ

)
Full paper & code:

https://www.arxiv.org/pdf/2502.18284

Nested Kernel Quadrature

Kernel Quadrature

Consider J = EX∼π[h(X)]. Suppose h ∈ HX . KQ
is a quadrature algorithm based on kernel interpo-
lation (regression). Denote the kernel mean em-
bedding as µπ(·) = EX∼π[kX (X, ·)] and the Gram
matrix as KX .

ĴKQ = µπ(x1:N)(KX +NλIN)
−1h(x1:N)

Nested Kernel Quadrature

•Stage I: Estimate T inner expectations J(θt) =
EX∼Pθt

[g(X, θt)] with KQ.

ĴKQ(θt) = µPθt
(x1:N)(K

(t)
X +NλXIN)

−1g
(
x
(t)
1:N , θt

)
•Stage II: Denote F̂KQ(θt) = f(ĴKQ(θt)) for
t = {1, . . . , T}. Estimate the outer expectation
again with KQ as if F̂KQ(θt) are the true observa-
tions!

ÎNKQ := µQ(θ1:T)(KΘ + TλΘIT)
−1F̂KQ(θ1:T)

Sample Efficiency

The number of function evaluations or samples re-
quired to ensure |I − Î| ≤ ∆. Smaller exponents r
in ∆−r indicate a more efficient method.

NMC O(∆−3) or O(∆−4)

NQMC O(∆−2.5)

MLMC O(∆−2)

NKQ (Theorem) Õ(∆
−dX

sX
−dΘ

sΘ)

Main Theorem

Suppose the following assumptions hold:
1.The kernels kX and kΘ are Sobolev kernels of
smoothness sX > dX/2 and sΘ > dΘ/2.

2.Dβ
θ g(·, θ) ∈ W sX

2 (X ) for all β ∈ NdΘ with
|β| ≤ sΘ.

3.g(x, ·) ∈ W sΘ
2 (Θ) and θ 7→ pθ(x) ∈ W sΘ

2 (Θ).
4.f has bounded derivatives up to and including
order sΘ + 1.

For large N, T , with probability ≥ 1− 8e−τ ,

|ÎNKQ − I| ≤ τ (N
−sX

dX (logN)
sX+1

dX + T
−sΘ

dΘ(log T )
sΘ+1

dΘ )

Empirical Evaluations

•Synthetic Experiment.
•Option pricing in mathematical finance.
•Uncertainty decision making in health economics.
•Bayesian Optimization.
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